


EQUITABLE TECHNOLOGY POLICY:  

ENSURING THE PARTICIPATION AND PROTECTION OF BLACK, LATINX,  
& NATIVE COMMUNITIES IN THE TECHNOLOGY ECONOMY

The  technology sector continues to play an increasingly important role in our national 
economy, employing 8.9M employees, paying 125% higher than the median national wage, and 
contributing $1.8T dollars to the U.S. economy. Beyond its economic significance, its ubiquity in our 
everyday lives can be seen in the percentage of the U.S. adult population that utilize social media 
regularly (70%), go online at least once per day (85%), depend on social media for news (42% of 18-29 
year olds), and rely on technology to work and communicate. 
 
Despite the importance of technology, ongoing challenges exist with the underrepresentation of 
Black, Latinx, and Native talent across all levels of the tech workforce; the underinvestment and lack 
of deployment of capital to entrepreneurs of color; automation’s disproportionate displacementtof 
Black workers; biased algorithms and products and their impacts on employment, education, and 
homeownership; facial recognition bias and impacts on policing, and surveillance; the spread of 
mis/disinformation on social media and its impacts on civic participation and vaccine hesitation; and 
the proliferation of harmful content (compounded by profit-driven business models) promoting 
teen depression, radicalization, extremism, white supremacy, and hate-based violence.

At the Kapor Center, we believe that technology has the power to solve pressing problems and close 
longstanding racial and social disparities across sectors. However, communities of color have yet to
benefit from technology’s power and potential for economic mobility, innovation, and justice-- and 
are simultaneously disproportionately harmed by unregulated technology products and platforms. 
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At this moment in our country, we believe technology is central to the fight for racial justice. 
And, we believe that policy change is critical to transforming systems and structures 
preventing the full participation and protection of the most vulnerable communities

 across the technology ecosystem.

https://www.cyberstates.org/
https://www.cyberstates.org/
https://www.cyberstates.org/
https://www.pewresearch.org/fact-tank/2021/01/12/more-than-eight-in-ten-americans-get-news-from-digital-devices/
https://www.pewresearch.org/internet/2021/09/01/how-the-internet-and-technology-shaped-americans-personal-experiences-amid-covid-19/
https://www.cyberstates.org/
https://www.kaporcenter.org/blacktechecosystem/
https://www.mckinsey.com/featured-insights/future-of-work/automation-and-the-future-of-the-african-american-workforce
http://employment
https://themarkup.org/denied/2021/08/25/the-secret-bias-hidden-in-mortgage-approval-algorithms
http://proceedings.mlr.press/v81/buolamwini18a/buolamwini18a.pdf
https://www.nytimes.com/2020/12/29/technology/facial-recognition-misidentify-jail.html
https://apnews.com/article/latinos-misinformation-election-334d779a4ec41aa0eef9ea80636f9595
https://www.nature.com/articles/s41598-022-10070-w
http://depression
https://www.politico.com/news/2022/10/18/hochul-james-release-report-on-buffalo-shooter-online-radicalization-00062344
https://www.pbs.org/newshour/politics/white-supremacists-are-riling-up-thousands-on-social-media
https://www.bloomberg.com/news/articles/2021-10-25/facebook-s-fb-hate-speech-problem-worried-its-own-analysts
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We have developed a framework for systemic change that outlines 
a set of nine core technology policy areas calling for expanded access
to technology pathways, increased tech accountability and worker 
protections, and greater investment in infrastructure and innovation. 
As technology continues to evolve and advance, our society will continue 
to face complex challenges that require multi-faceted solutions. 
We believe that there is a role for the public sector, the private sector, 
and for public-private partnerships to advance racial justice and equity 
in technology. Collectively, we believe these components are 
instrumental to advancing opportunity, protecting marginalized 
communities, and transforming the technology sector.

Through our investments in research, programs, 
and partner organizations, we aim to:
 
(a)  build awareness about the need for equitable technology 
policy and specifically, awareness about our nine technology 
policy priorities;

(b)  build infrastructure and capacity for non-profit organizations, 
higher education institutions, researchers, and individuals to
understand trends, develop solutions, and take action to advance 
equitable tech policy;

(c) drive collective advocacy leading to policy change across 
federal, state, and local levels and within the private sector.



EXPAND ACCESS TO TECH PATHWAYS 

Expand access and participation in K-12 computer science education and close racial equity gaps1

Invest in new models of inclusive tech workforce development, including new models for 
upskilling, reskilling, and hiring

2

Expand technology worker protections, including whistleblower protections, gig worker safety 
nets, and unions to ensure equitable labor practices
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Ensure technology platforms are held accountable for harassment, violence, discrimination, 
mis /disinformation, and other harmful consequences of their content

5

Combat the harmful consequences of artificial intelligence and autonomous systems, and 
create standards for the future development and deployment of artificial intelligence systems

6

Support progressive taxation policies that ensure the wealth created by technology companies 
is reinvested in communities historically excluded from the technology sector

9

3 Expand technology company workforce data collection, reporting, transparency, and 
accountability / oversight

8 Increase deployment of capital to diverse startup entrepreneurs, fund managers, and 
ecosystem-building organizations to support diversity in tech innovation

INCREASE TECH INFRASTRUCTURE AND INNOVATION INVESTMENTS 

PROMOTE TECH ACCOUNTABILITY AND PROTECTIONS 

OUR NINE TECHNOLOGY POLICY AREAS:

Close the digital divide through universal high-speed broadband access and adoption7
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Despite the increased importance of computer science (CS) education, computational thinking, and 
computing literacy across all fields of study and occupations, our educational system has not kept pace 
to prepare students for participation in the future workforce and to be informed global citizens. 
Just 53% of high schools in the U.S. offer CS courses and just 1% of all high school students took an AP 
CS course in 2019--a strong predictor of pursuing CS in college and as a career. Low-income students, 
Black, Latinx, and Native students, and girls are significantly less likely to have access to CS courses, 
are less likely to participate in CS courses, and are less likely to pass CS courses when they do take 
them. Additional challenges to equity in K-12 CS include the lack of a robust and diverse CS teacher 
workforce, the lack of full integration of culturally responsive curriculum and pedagogical practices in 
CS classrooms, and broader educational disparities in funding, infrastructure, and core subject 
competency.  

The lack of access and equity in K-12 CS education restricts the opportunities that all students have 
to develop computational literacies and to pursue computing in college and careers. Beyond that, 
all students must develop critical knowledge about the development, deployment, and social/ethical 
implications of technology to participate in a tech-driven global society. To invest in the development 
of a skilled and diverse future technological workforce we must change policies at the school, district, 
state, and national level; greatly expand funding and accountability mechanisms to support CS as a 
core subject; invest in a diverse CS teacher workforce; and address racial, socioeconomic, and gender 
disparities in CS access, participation, and success.
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EXPAND ACCESS TO TECH PATHWAYS

EXPAND ACCESS AND PARTICIPATION IN K-12 COMPUTER SCIENCE
EDUCATION AND CLOSE RACIAL EQUITY GAPS

1

https://k12cs.org/wp-content/uploads/2016/09/K%E2%80%9312-Computer-Science-Framework.pdf
https://advocacy.code.org/2022_state_of_cs.pdf
https://secure-media.collegeboard.org/digitalServices/pdf/research/2020/Program-Summary-Report-2020.pdf
https://advocacy.code.org/2022_state_of_cs.pdf
https://research.collegeboard.org/programs/ap/data/participation/ap-2020
https://research.collegeboard.org/programs/ap/data/participation/ap-2020
https://www.kaporcenter.org/the-computer-science-teacher-landscape-results-of-a-nationwide-teacher-survey/
https://www.kaporcenter.org/the-computer-science-teacher-landscape-results-of-a-nationwide-teacher-survey/
https://www.kaporcenter.org/wp-content/uploads/2021/07/KC21004_ECS-Framework-Report_final.pdf
https://edbuild.org/content/23-billion
https://nces.ed.gov/nationsreportcard/
https://nces.ed.gov/nationsreportcard/


EXPAND ACCESS TO TECH PATHWAYS

EXPAND ACCESS AND PARTICIPATION IN K-12 COMPUTER SCIENCE
EDUCATION AND CLOSE RACIAL EQUITY GAPS

Black, Latinx, and Native adults face numerous barriers to entry into the tech workforce, and remain 
significantly underrepresented across all levels of the technology industry. This exclusion from high-
wage, high-growth technology jobs leaves these communities far more vulnerable to automation 
within low-wage roles, which have only been exacerbated by COVID-19. Barriers to entry into lucrative 
technology jobs include the gatekeeping practices restricting the number of Black, Latinx, Native 
students in computer science majors and among four-year CS degree earners, biases in the hiring 
process including the prioritization of hiring traditional four-year college talent from elite institutions, 
challenges with diversity, affordability, oversight and scale of nontraditional pathways including 
apprenticeships and bootcamps, and the lack of updated curriculum and certifications aligned with 
industry needs. Further, significant reskilling will be needed for current workers to meet post-pandemic 
demand for new digital skills. 

These systemic challenges in education, workforce development, and talent acquisition, if left 
unaddressed, will continue to constrain the development of a robust and diverse pipeline of workers 
into the technology sector. To address longstanding occupational segregation and prepare workers 
of color for the tech-driven jobs of the future, robust investment in new models for upskilling, reskilling, 
and hiring are urgently needed,  such as incentivizing skill-based hiring (as opposed to relying upon 
degree requirements), rapid expansion of apprenticeships in high-demand sectors (e.g., technology, 
clean energy, advanced manufacturing), investment in college affordability and community college 
modernization, and regulation of for-profit bootcamps and alternative pathways.
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INVEST IN NEW MODELS OF INCLUSIVE TECHNOLOGY WORKFORCE  
DEVELOPMENT, INCLUDING NEW MODELS FOR UPSKILLING, RESKILLING, 
AND HIRING

2

https://www.cyberstates.org/
https://www.nature.com/articles/d41586-022-03251-0
https://www.techrepublic.com/article/top-10-universities-that-produce-the-most-staff-for-global-tech-firms/
https://www.newamerica.org/education-policy/edcentral/income-share-agreements-arent-solution-student-debt/
https://www.whitehouse.gov/briefing-room/statements-releases/2021/02/17/fact-sheet-biden-administration-to-take-steps-to-bolster-registered-apprenticeships/
https://www.mckinsey.com/capabilities/people-and-organizational-performance/our-insights/to-emerge-stronger-from-the-covid-19-crisis-companies-should-start-reskilling-their-workforces-now


The technology sector plays an increasingly important role in our national economy, yet the technology 
workforce does not reflect the demographics of the overall workforce and of its customer base. 
Tech workforce data show that Black, Latinx, Native, and female employees are starkly underrepresented 
at every level in the technology workforce — from entry-level to management, C-Suite, and Boards. 
Just 9% of the overall tech workforce is Black, compared to 14% of the U.S. workforce; and just 7% is 
Latinx, compared with 18% of the U.S. workforce. In Silicon Valley, women comprise just 30% of the 
technology workforce, while Black and Latinx women comprise <2%. And while the existing data show 
sharp, and unwavering disparities, there is a lack of consistent, rigorous, and transparent data collection 
and reporting to track technology workforce diversity trends and mechanisms for holding companies 
accountable.  
 
The implications of the lack of racial and gender diversity in technology are significant and growing--
from income and wealth inequality, to representation in the design and deployment of technologies, 
loss of innovation potential, and the inability of the U.S. to meet future workforce needs. As one aspect 
of a comprehensive approach to increase technology workforce diversity, rigorous and consistent 
collection, reporting, and transparency of technology workforce data is necessary at the company, state, 
and federal level to track the entry and retention of Black, Latinx, Native, and female talent across 
technical vs. non-technical roles, management, C-suite, and Boards. Accordingly, accountability 
mechanisms are needed both in the public and private sector to further incentivize progress on 
workforce diversity commitments, to hold companies accountable for representation goals, and to 
take corrective action where needed. 
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PROMOTE TECH ACCOUNTABILITY AND PROTECTIONS

EXPAND TECHNOLOGY COMPANY WORKFORCE DATA COLLECTION, 
REPORTING, TRANSPARENCY, AND ACCOUNTABILITY / OVERSIGHT

3

https://www.cyberstates.org/#keyfindings
https://www.eeoc.gov/special-report/diversity-high-tech
https://www.fastcompany.com/90644593/1-year-3-8-billion-later-how-2020s-race-reckoning-shook-up-big-tech
https://www.eeoc.gov/special-report/diversity-high-tech
https://www.wocincomputing.org/wp-content/uploads/2018/08/WOCinComputingDataBrief.pdf
https://mk0kaporcenter5ld71a.kinstacdn.com/wp-content/uploads/2021/06/Kapor_Center_Black_Tech_Workforce_combined_commentary_infographic_updated.pdf
https://eeocdata.org/eeo1


Central to the growth and success of tech companies are the workers. And yet, there are patterns of 
systematic mistreatment and exploitation of technology workers--especially workers of color, contract 
workers, and low-wage workers-- including instances of harassment and discrimination, pay inequity, 
retaliation against whistleblowers, and exclusion of most vulnerable workers (e.g., warehouse, gig, 
contractors) from living wages and benefits. The share of gig workers in the U.S. has grown rapidly in 
the last five years in areas including food delivery and transportation, and Black, Latinx, and Native 
workers are more likely to turn to gig work as their primary source of income, while playing a key role 
in the profitability and success of the tech platforms they work for. Similarly, contract workers comprise 
increasingly large portions of the tech workforce without equal pay, job security, and advancement 
opportunities. While many tech companies offering gig and contract work provide an economic lifeline 
and flexible work, gig and contract workers are not yet protected by laws that ensure a living wage, 
access to benefits, or the right to unionize.

To create more equitable and inclusive tech workplace environments, we must expand policies to 
protect workers of all classifications. Broader regulations and innovations are needed to address the 
structural inequality gig work foments, particularly among people of color, including implementing pay 
minimums, equal pay for equal work, providing benefits (through strategies like reclassification and/or 
portable benefits), collecting and publishing data on contract/gig workers (including technology 
companies and contracting agencies), and exploring less exploitative business models. It will also be 
critical to expand definitions of discrimination and harassment, expand complaint/reporting channels, 
remove Non-Disclosure Agreements (NDAs) and other mechanisms to unfairly silence employees, 
provide protection for whistleblowers, and ensure employees have the right to organize and unionize 
without retaliation.

8

PROMOTE TECH ACCOUNTABILITY AND PROTECTIONS

EXPAND TECHNOLOGY WORKER PROTECTIONS, INCLUDING 
WHISTLEBLOWER PROTECTIONS, GIG WORKER SAFETY NETS, 
AND UNIONS TO ENSURE EQUITABLE LABOR PRACTICES

4EXPAND TECHNOLOGY COMPANY WORKFORCE DATA COLLECTION, 
REPORTING, TRANSPARENCY, AND ACCOUNTABILITY / OVERSIGHT

https://www.kaporcenter.org/tech-leavers/
https://www.reuters.com/business/autos-transportation/tesla-hit-by-new-lawsuit-alleging-racial-abuse-against-black-workers-2022-07-01/
https://www.bloomberg.com/news/articles/2021-05-19/gender-pay-gap-in-tech-male-job-candidates-paid-3-higher-than-women#xj4y7vzkg
https://www.wired.com/story/google-timnit-gebru-ai-what-really-happened/
https://techcrunch.com/2020/09/22/tech-must-radically-rethink-how-it-treats-independent-contractors/?guccounter=1&guce_referrer=aHR0cHM6Ly93d3cuZ29vZ2xlLmNvbS8&guce_referrer_sig=AQAAACV4m1TwooYO1K_hx1Vbeh0vheCMm2jVJgd-DnPzdbDJ7lWRuv1Kvup2RQmarJm31yLARg5kTB9yW0dyKzOtgE10h3TNPqY8mqkJhHYyTJ1J116GCiUWIi9eO6M0QZGm9KYGE_859sfS2gYTkCs7ERjBRWbUICfEaqyowF9rDo_4
https://contractwork.techequitycollaborative.org/#:~:text=Contract%20Workers%20Are%20Experiencing%20Occupational,%2C%20women%2C%20and%20nonbinary%20people.
https://contractwork.techequitycollaborative.org/#:~:text=Contract%20Workers%20Are%20Experiencing%20Occupational,%2C%20women%2C%20and%20nonbinary%20people.
https://www.nelp.org/publication/temps-in-tech-how-big-techs-use-of-temp-labor-degrades-job-quality-and-locks-workers-out-of-permanent-stable-jobs/


A preponderance of evidence produced in the past several years has highlighted the significant harms 
of the content, algorithms, business models, and (lack of) accountability of social media platforms used 
regularly by the majority of the U.S public. These harms have had significant consequences for the 
health, safety, and civil liberties of Black, Latinx, and Native communities. The weaponization of 
disinformation across social media platforms, specifically targeting Black, Latinx, and Native voters, and 
aiming to suppress voter turnout, were prevalent during the 2016 presidential election, and continue 
to proliferate in the current election cycle and impact our democracy. During the COVID-19 pandemic, 
disinformation targeting Black, Latinx, and Native communities contributed to vaccine hesitation and 
further impacted the health outcomes of these communities. The algorithms used by social media 
platforms have been documented to have detrimental impacts on the mental health of teenagers. 
Social media platforms continue to amplify--and profit from--white supremacist content and that 
promotes radicalization, extremism, and violence that has been connected to racist, anti-semitic, and 
islamophobic murders in Buffalo, NY, El Paso, TX, Pittsburgh, PA, and Christchurch, NZ and the January 
6th insurrection. 

Despite these documented harms, and promises to fight mis/disinformation tech companies have 
failed to rectify these issues. We are at a critical inflection point where tech platform accountability with 
an explicit racial justice lens is critical to the health, safety, and civil liberties of communities of color, 
and to our democracy. We must implement a comprehensive set of strategies as outlined by the 
Aspen Digital Information Disorder Commission report, including reform of Section 230 of the 
Communications Decency Act, transparency of content moderation and ad policies, open access of 
data to researchers, federal oversight, and litigation, among other strategies. In addition to 
accountability mechanisms to rectify existing harms, proactive strategies must be employed to promote 
more equitable and just product design, algorithms, and business models that no longer optimize for 
profit at the expense of truth, safety, security, and our democracy.
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PROMOTE TECH ACCOUNTABILITY AND PROTECTIONS

ENSURE TECHNOLOGY PLATFORMS ARE HELD ACCOUNTABLE FOR 
HARASSMENT, VIOLENCE, DISCRIMINATION, (MIS)DISINFORMATION, 
AND OTHER HARMFUL CONSEQUENCES OF THEIR CONTENT
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https://www.pewresearch.org/internet/fact-sheet/social-media/?menuItem=b14b718d-7ab6-46f4-b447-0abd510f4180
https://www.npr.org/2020/10/30/929248146/black-and-latino-voters-flooded-with-disinformation-in-elections-final-days
https://www.washingtonpost.com/outlook/2021/10/28/misinformation-spanish-facebook-social-media/
https://www.jsonline.com/story/news/politics/elections/2020/08/27/election-trolls-targeting-native-populations-cyber-group-says/5481408002/
https://wjla.com/news/nation-world/how-fake-news-and-social-media-is-shaping-democracy-in-america
https://www.globalwitness.org/en/press-releases/facebook-and-tiktok-fail-block-deceptive-ads-blatant-us-midterms-disinformation/
https://www.globalwitness.org/en/press-releases/facebook-and-tiktok-fail-block-deceptive-ads-blatant-us-midterms-disinformation/
https://www.brookings.edu/blog/techtank/2022/06/21/data-misuse-and-disinformation-technology-and-the-2022-elections/
https://www.nytimes.com/2021/03/10/technology/vaccine-misinformation.html
https://www.wsj.com/articles/facebook-knows-instagram-is-toxic-for-teen-girls-company-documents-show-11631620739
https://www.techtransparencyproject.org/articles/facebook-profits-white-supremacist-groups
https://www.pbs.org/newshour/politics/white-supremacists-are-riling-up-thousands-on-social-media
https://www.politico.com/news/2022/10/18/hochul-james-release-report-on-buffalo-shooter-online-radicalization-00062344
https://www.npr.org/2019/08/05/748179892/uniquely-lawless-security-firm-drops-8chan-website-following-el-paso-shooting
https://www.wired.com/story/pittsburgh-synagogue-shooting-gab-tree-of-life/
https://www.cnbc.com/2020/12/08/youtube-radicalized-christchurch-shooter-new-zealand-report-finds.html
https://www.freepress.net/sites/default/files/2022-10/empty_promises_inside_big_techs_weak_effort_to_fight_hate_and_lies_in_2022_free_press_final.pdf
https://colorofchange.org/wp-content/uploads/2022/09/22-09_BLACKTECHAGENDA.pdf
https://thehill.com/policy/technology/3608606-midterm-elections-to-put-misinformation-policies-to-the-test/
https://www.aspeninstitute.org/wp-content/uploads/2021/11/Aspen-Institute_Commission-on-Information-Disorder_Final-Report.pdf?utm_campaign=wp_the_technology_202&utm_medium=email&utm_source=newsletter&wpisrc=nl_technology202
https://www.aspeninstitute.org/wp-content/uploads/2021/11/Aspen-Institute_Commission-on-Information-Disorder_Final-Report.pdf?utm_campaign=wp_the_technology_202&utm_medium=email&utm_source=newsletter&wpisrc=nl_technology202


Artificial intelligence (AI), autonomous systems, and the algorithms that drive them are among the most 
impactful technological advancements in the past century, and have now become ubiquitous in our 
everyday lives. We encounter algorithms as we utilize search engines, scroll social media feeds, 
interact with digital voice assistants, and in more consequential areas including policing and 
surveillance, healthcare, employment, and financial services, impacting economic, health, and safety 
outcomes. Yet, a recent proliferation of data and research reveals the ways in which algorithms are 
biased in their design (from utilizing biased or inadequate data sources and the lack of diversity in 
engineering teams) and have disproportionately harmed individuals and communities of color. Biased 
algorithms in healthcare restrict the care provided to Black patients; in the criminal justice system have 
been shown to classify Black defendants as “higher risk” and subject to harsher sentences; in the hiring 
process, with the use of predictive algorithms (deployed by over 55% of HR professionals), reproduce 
existing discrimination based on race, gender, and disability status; in the homeownership process have 
led to the denial of loan applications for Black, Latinx, Native, and Asian applicants, where customers 
are up to 80% more likely to be denied based on biased algorithms; and biased facial recognition 
algorithms have led to false arrests of innocent Black people. 

The widespread deployment and utilization of artificial intelligence tools, with demonstrated impacts on 
civil liberties and civil rights, highlight the need for transparency, accountability, and regulation to ensure 
that the development of future AI systems is done with an ethical and equitable lens--and that harmful 
products are not deployed. We must quickly and comprehensively implement public policy and private 
sector solutions, including creating greater transparency for end-users of algorithms, requiring 
algorithmic audits, providing access to data for researchers to help assess disproportionate impacts on 
vulnerable populations, and ensuring federal/state/local oversight and accountability to help assess 
limitations of datasets and establish new standards for improving of future technologies.
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PROMOTE TECH ACCOUNTABILITY AND PROTECTIONS

COMBAT THE HARMFUL CONSEQUENCES OF ARTIFICIAL INTELLIGENCE 
AND AUTONOMOUS SYSTEMS, AND CREATE STANDARDS FOR THE FUTURE 
DEVELOPMENT AND DEPLOYMENT OF ARTIFICIAL INTELLIGENCE SYSTEMS

6ENSURE TECHNOLOGY PLATFORMS ARE HELD ACCOUNTABLE FOR 
HARASSMENT, VIOLENCE, DISCRIMINATION, (MIS)DISINFORMATION, 
AND OTHER HARMFUL CONSEQUENCES OF THEIR CONTENT

https://workofthefuture.mit.edu/wp-content/uploads/2020/12/2020-Research-Brief-Malone-Rus-Laubacher2.pdf
https://www.perpetuallineup.org/
http://proceedings.mlr.press/v81/buolamwini18a/buolamwini18a.pdf
https://www.scientificamerican.com/article/racial-bias-found-in-a-major-health-care-risk-algorithm/
https://www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm
https://www.mercer.com/content/dam/mercer/attachments/private/global-talent-trends-2020-report.pdf
https://www.thomsonreuters.com/en-us/posts/legal/ai-enabled-anti-black-bias/
https://www.theguardian.com/technology/2018/oct/10/amazon-hiring-ai-gender-bias-recruiting-engine
https://ainowinstitute.org/disabilitybiasai-2019.pdf
https://apnews.com/article/lifestyle-technology-business-race-and-ethnicity-mortgages-2d3d40d5751f933a88c1e17063657586
https://www.nist.gov/news-events/news/2019/12/nist-study-evaluates-effects-race-age-sex-face-recognition-software
https://global-uploads.webflow.com/5e027ca188c99e3515b404b7/5e332b739c247f30b4888385_AJL%20101%20Final%20_1.22.20.pdf
https://www.brookings.edu/research/auditing-employment-algorithms-for-discrimination/
https://www.brookings.edu/blog/techtank/2021/01/15/platform-data-access-is-a-lynchpin-of-the-eus-digital-services-act/


The longstanding disparities in access to the broadband connectivity needed to be connected to our 
digitally-driven world gained renewed attention during the COVID-19 pandemic. An estimated 19M 
Americans lack access to reliable broadband, and low-income households, tribal and rural 
communities, and Black and Latinx households are much more likely to be disconnected from the 
broadband critically needed to learn, work, and thrive. One in three Black, Latinx, and Native families 
lack high-speed home internet and one in three families who earn less than $50,000 annually lack 
high-speed home internet. When COVID-19 required a unilateral shift to distance learning, 15M-16M 
K-12 public school students lived in households without either an internet connection or a device 
sufficient for remote learning, severely impacting marginalized students. Beyond the lack of access to 
broadband networks, Black, Latinx, Tribal, and rural communities are less likely to have broadband that 
is reliable, affordable, and has adequate speed. 

Without equitable connectivity, the cascading effects of educational and economic gaps will continue, 
and the impact will be felt across our nation for generations to come. To close the digital divide, we 
must support infrastructure investments that expand service options and create new competition that 
can result in universal coverage, lower prices, faster speeds, and increased reliability across all zip 
codes to equitably connect Black, Latinx, Tribal, and rural communities; increase investment in targeted 
subsidies, digital literacy programming, and technology devices; and increase investment in rigorous 
data collection, data transparency, and accountability on broadband availability and affordability to 
ensure the areas with the highest need are identified, prioritized, and tracked.

INCREASE TECH INFRASTRUCTURE AND INNOVATION INVESTMENTS
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7 CLOSE THE DIGITAL DIVIDE THROUGH UNIVERSAL HIGH-SPEED 
BROADBAND ACCESS AND ADOPTION

https://www.fcc.gov/reports-research/reports/broadband-progress-reports/eighth-broadband-progress-report
https://www.pewresearch.org/internet/fact-sheet/internet-broadband/?menuItem=89fe9877-d6d0-42c5-bca0-8e6034e300aa
https://www.fcc.gov/reports-research/reports/broadband-progress-reports/eighth-broadband-progress-report
https://www.pewresearch.org/internet/fact-sheet/internet-broadband/?menuItem=89fe9877-d6d0-42c5-bca0-8e6034e300aa
https://futureready.org/wp-content/uploads/2020/07/HomeworkGap_FINAL7.20.2020.pdf
https://futureready.org/wp-content/uploads/2020/07/HomeworkGap_FINAL7.20.2020.pdf
https://www.commonsensemedia.org/sites/default/files/uploads/pdfs/common_sense_media_report_final_6_26_7.38am_web_updated.pdf
https://www.cnet.com/features/the-broadband-gaps-dirty-secret-redlining-still-exists-in-digital-form/
https://lilsg31.medium.com/heres-how-your-community-can-get-it-s-share-of-the-65b-historic-federal-broadband-investment-af3d94971c20
https://broadbandnow.com/research/fcc-broadband-overreporting-by-state


INCREASE TECH INFRASTRUCTURE AND INNOVATION INVESTMENTS

CLOSE THE DIGITAL DIVIDE THROUGH UNIVERSAL HIGH-SPEED 
BROADBAND ACCESS AND ADOPTION

Within the broader technology ecosystem, venture capital (VC) plays an outsized role in providing 
startup and growth capital, investing in new products and ideas, and supporting the launching and 
scaling of technology businesses. In 2021, $330B in venture capital was invested in over 12,000 
startup companies based in the United States. Yet, the venture capital and entrepreneurship 
ecosystem has been overwhelmingly white and male, limiting both innovation and economic 
opportunity. Just $3.7B in venture capital was invested in Black founders between 2020 and 2021--
with Black technology founders receiving just 1% of all venture capital investment. Latinx founders over 
the past several years have received just 2% of all venture capital investment, and an even smaller 
percentage (0.43%) was deployed to Latinx and Black female entrepreneurs. There is also a stark lack 
of diversity among investors and fund managers deploying capital to startup entrepreneurs, with just 
3% of investors being Black and 2% being Latinx. These disparities can be tied to systemic barriers, 
including long-standing racial wealth disparities and access to friends and family startup capital, and 
to biases in the pitching process and in investment decisions, insular social networks, and practices 
including requiring “warm intros” or “pattern-matching.” 

Given the importance of venture capital in spurring technology innovation, disparities in capital 
deployment and investment, and the need to invest in a more diverse set of ideas, solutions, 
companies, and communities, public sector solutions will be critical in addressing disparities and 
creating systems of accountability in tech entrepreneurship and venture capital. Specifically, we 
advocate for investment in innovation hubs, accelerator programs, and ecosystem-building 
organizations focused on Black, Latinx, and Native communities (and co-locating with Historically 
Black Colleges and Universities (HBCUs), Hispanic Serving Institutions (HSIs), and Tribal Colleges 
and Universities (TCUs)), incentivizing investment in entrepreneurs and fund managers from diverse 
backgrounds, mandates for portfolio and firm diversity, and data tracking/accountability measures. 

12

INCREASE TECH INFRASTRUCTURE AND INNOVATION INVESTMENTS

INCREASE DEPLOYMENT OF CAPITAL TO DIVERSE STARTUP 
ENTREPRENEURS, FUND MANAGERS, AND ECOSYSTEM-BUILDING 
ORGANIZATIONS TO SUPPORT DIVERSITY IN TECHNOLOGY INNOVATION
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https://www.cbinsights.com/reports/CB-Insights_Venture-Report-2021.pdf
https://naacp.org/resources/state-tech-diversity-black-tech-ecosystem
https://naacp.org/resources/state-tech-diversity-black-tech-ecosystem
https://www.kaporcenter.org/wp-content/uploads/2021/10/KC21008_latin-tech-update_final.pdf
https://www.digitalundivided.com/reports/still-building-project-diane-2021-update
https://www.dropbox.com/s/ducejd5jpjn0piv/BLCKVC%20State%20of%20Black%20Venture%20Report.pdf?dl=0
https://uploads-ssl.webflow.com/613a3a58a5faf7d03f5df48f/6157581069a40d7be7375a2d_LatinxVCs_state.pdf
https://leakytechpipeline.com/wp-content/themes/kapor/pdf/KC18001_report_v6.pdf
https://medium.com/kapor-the-bridge/whats-it-like-to-be-a-female-tech-entrepreneur-a170a99089eb


Racial wealth disparities are directly tied to generations of policies and practices of systemic exclusion 
from education, employment, loans, and homeownership, and the intentional destruction of thriving 
Black, Latinx, and Native communities. These disparities are profound, where the median wealth 
of White families is more than 41 times higher than the median wealth of Black families and 22 times 
higher than the median Latinx family and subsequently impacts equitable education, health, and 
employment opportunities. While Black, Latinx, and Native communities have been largely excluded from 
the wealth creation in the tech sector,  tremendous wealth has been created for tech workers, executives, 
and investors.  The largest tech companies (FAANG:Facebook, Amazon, Apple, Netflix, and Google) have 
a combined market cap of over $5T and the combined wealth of the richest five U.S. billionaires 
increased from $349B to $743B between 2020 and 2021. Yet, corporate tax rates are the lowest they 
have been in 40 years, companies like Google, Microsoft, Facebook and Apple have payed little to zero 
corporate taxes, and the taxation rates of America’s richest .01% has decreased by 83 percent since 
1953, all of which are linked to further exacerbation of inequality. 

Continued reliance on tech companies’ charity and statements of commitment to diversity (while 
spending heavily on lobbying to avoid taxes and accountability) has proven to be ineffective in 
reducing inequality. Progressive taxation on a share of the richest tech companies and top .01% 
individuals is needed to provide deep investments in basic social safety nets (education, healthcare, 
housing) and reduce racial inequality. We must also close tax loopholes and tax shelters, and increase 
visibility into the tax rates and correlations with inequality. This recommendation must be grounded in 
the perspective of tech companies having been recipients of the public’s tax dollars in R&D investments, 
contracts, and tax breaks and bearing responsibility to the public and to redress historical disparities. 
Without a significant change in holding companies accountable to pay their fair share of taxes, we will 
continue to starve the digital and educational infrastructure needed for an inclusive technology 
ecosystem to thrive. 
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https://www.federalreserve.gov/econres/notes/feds-notes/disparities-in-wealth-by-race-and-ethnicity-in-the-2019-survey-of-consumer-finances-20200928.html
https://inequality.org/wp-content/uploads/2019/01/IPS_RWD-Report_FINAL-1.15.19.pdf
https://www.marketbeat.com/types-of-stock/faang-stocks/
https://inequality.org/facts/wealth-inequality/
https://inequality.org/facts/taxes-inequality-in-united-states/
https://inequality.org/wp-content/uploads/2019/01/IPS_RWD-Report_FINAL-1.15.19.pdf
https://www.politico.com/newsletters/morning-tech/2022/01/24/tech-spent-big-on-lobbying-last-year-00001144#:~:text=TECH%20LOBBYING%20SURGE%20%E2%80%94%20Apple%2C%20Amazon,as%20defense%20and%20pharmaceuticals%2C%20for
https://www.brookings.edu/research/closing-the-racial-wealth-gap-requires-heavy-progressive-taxation-of-wealth/
https://itep.org/the-u-s-needs-a-federal-wealth-tax/
https://itep.org/the-u-s-needs-a-federal-wealth-tax/
https://hbr.org/2013/03/taxpayers-helped-apple-but-app
https://www.theguardian.com/cities/2018/jul/02/us-cities-and-states-give-big-tech-93bn-in-subsidies-in-five-years-tax-breaks


SUPPORT PROGRESSIVE TAXATION POLICIES THAT ENSURE THE WEALTH CREATED 
BY TECHNOLOGY COMPANIES IS REINVESTED IN COMMUNITIES HISTORICALLY 
EXCLUDED FROM THE TECHNOLOGY SECTOR
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